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Increasing Your Baud Rate

Larry Kenney, WB9LOZ
NCPA Education Coordinator

here arc several ways to increase
your baud rate without actually
changing from 1200 baud to 2400 or
9600 baud. Let’s take alook. They’re all
important things to remember that will
help increase your throughput and make

your time spent on packet more reward-

ing and enjoyable. (Throughput is a
word that has come into use by packet
operators and means the amount of
usable packet information sent or
received by a station.)

Looking for Information

One of the ways to increase your baud
rate is to know where to look for infor-
mation. There are two main sources on
apacket bulletin board system: messages
and files. Here are some of the differen-
ces between these two forms:

MESSAGES are numbered in the
order received, which makes it easy to
check the latest news. Just read the
largest message numbers. Unlike files,
messages can be sent personally to
another ham and can travel to other
BBSs. Bulletins are automatically killed
after a week or so, so they could be called
the BBS’s news wire,

FILES are the library of the BBS.
The files are organized into several direc-
tories so all of the files dealing with a
topic are grouped together. The files are
atl available for all users (unlike personal
messages). Files cannot automatically
be sent from one BBS to another like
messages can, so much of the file
material originally came in as messages.
Because of the way files are grouped, it

ismucheasierto find the information you
want from the files section of the BBS,
than it would be to look through hundreds
of messages. Unlike messages, files do
not get killed after a week or so. If the
information is relevant, they may stick
around for months, maybe years.

The 10th ARRL Computer
Networking Conference is
coming to San Jose
September 27-29!

See page 3 for details.

You just might want to take a look to
see what’s in the library at your BBS.
You might be amazed at the information
you’ll find. Enter a W for alisting of the
various directories and then search the
ones where you think you’d find the in-
formation you desire. Some examples
are: packet tutorials to help make packet
operating easier for you, BBS and node
lists, information on using the node net-
work, the ARRL and RACES Bulletins,
AMSAT information, technical hints, rig
modifications, callsign data, FCC exam
locations, the FCC Rules and Regula-
tions - Part 97, NTS message and traffic
handling instructions, weather data,
TCP/IP information, and maybe even
software programs.

Due to the limits of DOS, the operat-
ing system used on most BBSs, file
names are limited to 11 characters, eight
before the dot, three after it. With these
limitations, it’s often difficult to name
the files so that the user can easily iden-
tify the information. You might have to
study the file names a bit to figure out
what they’re about.

Operating Hints

Whether you’re making local key-
board to keyboard QSOs, checking into
a BBS or mailbox, or working DX, here
are a some facts you should take into
consideration that will help eliminate
problems and waiting time and will in-
crease your throughput.

When connecting to another station,
don’t use a digipeater or node unless you
have to. Each digipeater you add to the
path increases the time required to get
your signal to its destination and to get an
acknowledgement returned. It also in-
creases the chance for interference and
for collisions with other packets. You’ll
be amazed at the difference in throughput

Continued on page 4
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Where to Find a BBS

NOARY-1 Sunnyvale
KE6BX Hollister
KJBFY-1 Benicia
KI6YK Danville
WD6CMU  Richmond
N6EEG Berkeley
WEFGC-2  Twain Harte
K6LY Monterey
N6LDL Los Gatos
KIBWE Pleasant Hill
KD6XZ-1 Sacramento
AA4RE-1  Gilroy
KA6FUB Martinez
NE6OA Lemoore
W6PW-3 San Francisco
WABRDH  Dixon
KG6EE Santa Cruz
KI6EH Santa Cruz
Neliu-1 Palo Alto
AL7IN Rohnert Park
KE6LW-1 Yuba City
KG6XX-1 Carmichael
W6CUS-1  Richmond
N6ECP Redding
KB6IRS Soquel
N6IYA-2 Felton
K3MC Fremont
WABNWE-1 North Highlands
K6RAU-1 Merced
WAGBYHJ-1  Livermore
WBGEC Boulder Creek
WABHAM Pittsburg
KB5IC San Jose
KABJLT-2  Menlo Park
NEMPW Ben Lomond
WB60ODZ-1 Lake Isabella
N6QMY-1 Fremont
N6REB-2 Modesto

19600 baud port

2TCP/IP port

144.93
144.93
144.93
144.83
144.97

144.97

144.97
144.97
144.97,145.71"
144.97

144.97, 441.50
144.99

144.99, 44150
144.99

144.99

145.01, 441.50
145.07

145.07

145.07, 223.56
145.07

145.07, 44150
145.07, 441.50
145.09

145.09

145.09

145.09

145.09, 145.752

145.09, 441.50, 144.932

145.09
145.09
145.73
145.73
145.73
145.73,145.71"
144.79
145.79
145.79, 441.50
145.79
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10th ARRL Amateur Radio-Computer Networking

Conference

27-29 September 1991, Radisson Airport Hotel, San Jose, CA

The Northern California Packet Association (NCPA) is
hosting this year's ARRL Computer Networking Con-
ference and invites you to attend. Glenn Tenney, AAGER,
is the local conference chairperson.

Hams from around the world will be presenting papers on
what they’re working on in “packet radio”. The presenta-
tions and papers may cover subjects from satellites to
spread spectrum, from protocols to hardware, or any
other topic related to how hams are, or will be networking.

In addition to the usual presentation of papers all day
Saturday, this year's conference will be surrounded by
other interesting and informative activities.

AGENDA

Friday, 27 September
13:00 — 17:00: In-Depth Tutorials (special event)

Three concurrent in-depth technical sessions:
+ Digital Signal Processing
- Spread Spectrum and Part 15
- Packet Satellites
The speakers are currently working on the leading edge
of these technologies. Subjects will be covered in depth,
right down to the bits and bytes level.
Cost: $30/person, $40 after August 20th

19:00 — 21:30: Dinner (special event)
Instead of everyone trying to find a pizza joint....we've
decided to have a very special group dinner. You can join
everyone for a LUAU! Yes, a real honest to goodness
luau! This should be an ideal time for everyone to relax.

Plan to join us, even if you aren't attending the tutorials.
This will be right at the hotel.

Cost: $35/person, $40 after August 20th

Saturday, 28 September
08:30 — 17:00: Presentation of CNC Papers

This is the traditional part of the conference.

Cost: $30/person, $40 after August 20th (includes printed
copy of proceedings and lunch)

18:30 — 21:00: Dinner (special event)
The CNC doesn't stop at dinner. We will have an impor-

tant guest speaker at this banquet. You won't want to
miss this!

Cost: $30/person, $40 after August 30th
21:00 — 24:00: Birds of a Feather sessions

Ten or fifteen minutes per paper really isn't enough, so
we've planned break-out rooms for “Birds Of a Feather”
sessions. During the day we'll have sign-up sheets so that
discussion groups can form and really get into topics of
greatest interest.

Sunday, 29 September

As usual, the digital committee will have their business
meeting Sunday morning from 09:00 until 12:00. But
that’s not alll...

We're going to have a demo room available from about
09:00 until 13:00. We’re hoping that you'll be able to bring
a rig with you to show off your latest work. We may also
have some exhibitors.

But wait, that’s still not all...

We're going to present various newcomer tutorials from
10:00 until 13:00. These tutorials may be for the first-time
packet user, while others may be for the first-time TCP/IP
user. These tutorials will help folks learn more about
various aspecits of packet radio. The demo/exhibit room
and newcomer tutorials will be open to all hams and
prospective hams whether signed up for the rest of the
conference or not.

And finally, the San Jose Technology Center is a short
light-rail ride away and they have a fantastic high-tech
museum called The Garage. Although a trip to the
Garage isn't an official part of the CNC, we’re sure alarge
group will be planning to visit it on Sunday.

For more information, contact:

Glenn Tenney, AAGER
Fantasia Systems Inc.
211 Ensenada Way

San Mateo, CA 94403

Voice: (415) 574-3420

Fax: (415) 574-0546

internet: tenney@well.sf.ca.us
Compuserve: 70641,23

Plan now to attend the conference, Friday through Sun-
day, September 27-29.
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Northern California Packet Association

Increasing Your Baud Rate

Continued from page 1

when comparing a direct connect to one
with just one digipeater in the path.

The packet node network does a great
deal to help you get your packets
through, but you must remember that
throughput there, too, is affected by the
number of nodes and the conditions be-
tween you and the destination station.
The big advantage of the nodes is that the
acknowledgements do not have to return
all the way from the destination station.
Packets are acknowledged from node to
node, so that eliminates a large part of the
problems encountered. Getting the
original packet through, however,
remains to be as much of a problem for
the nodes as it is for you when using
digipeaters. It can take several minutes
to get a packet through when you’re
working a station some distance away.

If you have a choice, use a frequency
that doesn’t have a lot of other traffic on
it. It makes sense that the more stations
there are on frequency, the more chances
there are for collisions and retries. A
path that will work perfectly without a lot
of traffic, can become totally useless
under heavy traffic conditions. Just one
additional station on the frequency can
decrease throughput by about half in
many cases.

Another consideration, especially if
working over a long distance, is atmos-
pheric conditions. You might not have
experienced this before on VHF, but with
packet’s high sensitivity to noise, a slight
change in signal strength can mean the
difference between getting your packets
through or not getting them through. The
mid-day heat in the Central Valley can
have a very noticable negative affect on
signal strength, causing paths to disap-
pear. In the Bay Area the fog has a
drastic affect on signals. When a fog
bank is moving in off the Pacific, it can
act as an excellent reflector. Signals that
are not normally heard can reach signal
strengths of 40 over S9.

Multipath is another problem that can
greatly affect your packet signal. Multi-
path is the term used to describe the
reception of multiple signals from one
source due to reflections off of buildings,
hills, mountains or fog. The ghost in a
television picture is a form of multipath.
A station with a very strong signal into a
digipeater or node often cannot use that
path if multipath causes the signal to be

distorted. Each packet is checked for
100% accuracy and is not acknowledged
unless it is. Multipath reflection can
cause occasional bits to be lost so youend
up with multiple retries and a poor path
even with strong signals.

If you use packet on HF, remember to
change your transmit baud rate to 300.
You will also need to make some other
changes, because on HF you don’t get a
nice clean path like you get on VHF.
QRM, QRN, fading, and multipath are
ever present on the low bands. To com-
pensate, use a short PACLEN (a value of
40 seems to work quite well) and a
MAXFRAME of 1. The chances of get-
ting a short packet through the noise and
QRM are much better than for along one.

Message Addressing

This is another area that can help
speed up the data flow on packet. When
you send a message, the type of message
should be indicated by the user, and not
left to be determined by the BBS
software. You know best what type of
message you're sending. The SP com-
mand should be used when sending a
PERSONAL message, a BULLETIN
should be entered with the SB command,
and all NTS messages should be entered
with ST. Entering only an “S” should
never be used when entering a message.

You should also make sure that you
enter enough addressing information to
get the message to its destination. If the
message is being sent to a station at
another BBS, be sure you enter the call
of the other BBS correctly, and if the
message is going to someone outside of

Northern California, you need to include
the two letter state abbreviation, as a
minimum, and the regional code if it’s
known. Messages going to another
country must have the country and con-
tinent included. The full address format
is:
SP CALLSIGN @

BBS. #REGION.ST.COUNTRY.CON-

TINENT

Here are some examples:

SP KC6NVL @ K6VE.#SOCA.CA
SP NG2P @ WB2WXQ.#WNY.NY
SP VE1BUF @ VELFUN.NB.CAN.NA
SP G4MPQ @ GB7PLY.#44.GBR.EU
SP 7J1ACT @

7J1AAA.#10.JNETL . JPN.AS

You’ll note that each part of the ad-

dress is separated by a period. Regional
codes are preceeded by a pound sign (#),
and state, country and continent ab-
breviations must be the standards that
have been agreed to. Addressing for sta-
tions in other countries might vary some-
what from the standard format, as shown
in the last two examples above.

When sending a bulletin, the message
should be addressed TO the appropriate
category, such as PACKET, KEPS,
MOD, SALE, etc., @ the designator for
the area desired. These designators are:

ALLCAN: AllBBSsinNorthern CA

ALLCA: All BBSs in California

ALLUSW: All BBSs in the western
US (CA,OR,WA NV AZ)

ALLUS: All BBSs across the entire
US.

For ¢xample:

SB PACKET @ ALLCAN
Note: Special care should be used
when addressing a message @ ALLUS,
because the capacity of transcontinental

Editor’s note: Recently there has
been some controversy over the use
of the continental designator, espe-
cially the use of .NA for North
America. It seems there are several
gateway stations transferring mes-
sages between the BBSnet and the
Internet. (The Internet is a network
tie of most commercial, educational,
and some personal computer net-
works.) It seems that a gateway sent
BBSnet traffic into the Internet with
the .NA continental designator at-
tached. This waffic was promptly
sentto Namibia, the owner of the NA
designator on the Internet. This

error, which has been resolved, cost
Namibia many dollars, as they pay
for there Internet feeds, even if the
traffic is refused.

Therefore, those of you who have
Internet and BBSnet access, be care-
ful of how you sign your messages.
Differentiate between your Internet
and BBSnet addresses. If you are
replying to amessage, be sure you are
replying to the correct address on the
correct net.

AA4RE and WORLI are aware of
the problem, and there hasbeen much
discussion on ways to alleviate it.
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The Future of Packet...What Will it Bring?

by Travis A. Wise, KBSFOQU

Travis is an active 16 year old ham
who is working hard to encourage other
young people to check out Ham Radio.
He operates a Ham radio BBS system
called the HAMBBS, 300/1200/2400
(408) 267-6396 which has hundreds of
Ham Radio (and packet) files.

Wim the advent of the new Tech-
nician license, we will be
seeing an increase in packet users. My
packetstationisonall thetime, and every
day I keyboard to new folks who just got
their TNC, and some who just got their
license. With increased numbers, the
load on the BBS network increases, and
at the samc time, the number of people
on any onc of the packet frequencies
increases.

While packet was designed for many
QSOs (whether they be keyboard, BBS,
Node, etc.) to take place at the same time,
there is an upper limit where the frequen-
cy gets clogged, and communications
break down. There are many ways to
solve this.

First of all, we can stay at 1200 baud
and increase the number of frequencies
we can use. Okay, 1200 was nice to start
with, but it just isn’t working any more.
Therefore, we need to look at faster
speeds. David Singer, N6TFX, gave a
very complete (and understandable!) talk
and demo at the West Valley Amateur
Radio Association March general meet-
ing about high speed packet. From that
talk, I learned that while 9600 baud pack-
et sounds fast, it really isn’t. I think that
an optimum packet network would util-
ize 9600 baud for the BBS to user con-
nection, but something faster, like 19.2,
or better yet, 56kb. The technology is
here, it’s just a matter of getting it work-
ing.

Keep in mind that if the BBSs forward
through the backbone at 19.2 or 56kb,
and the HF gateways stay at 300, if we
hook the system up right, a message
could cross the country faster on VHF
than HF, which has a lot of potential, as
well as problems. Some argue that packet
isn’t the future of ham radio, but as more
people get involved with packet, the
volume of traffic increases, and new

forms of moving the traffic become
necessary.

Another topic which I would like to
briefly mention is the recent 900 number
situation. I'm not really surprised that
we have had a problem like this, con-
sidering how long packet has been in
existence, and how many users there are.
There’s bound to be a problem now and
then. I don’t agree with how the FCC
initially handled the situation, and I'm
not happy with the end result, that is,
most BBS’s having to hold all traffic
before forwarding for screening, but I
guess it shouldn’t be much of a surprise.
I’ve heard several people say that the
packet network is falling apart, what with
the SYSOPS having to screen messages,
and with the area designators like
“ALLUS” describing nothing like the ac-
tual coverage the message carrying that
title is getting. I don’t think that’s the
case, though. I think the packet system
will recover nicely, with changes in the
system (maybe removal of the message
header which takes up space and tells the
FCC right who they need to

X Y EOF

circuits is limited. The message should
be of wide interest to amateurs in all parts
of the country, it should not have a time
constraints, and it should be as short as
possible. Sale messages should not be
sent @ ALLUS, because the item will
probably be sold locally before the mes-
sage ever gets to more distant areas.

So that the person rcading your mes-
sage can respond to you, include your
FULL packet address as part of your
signature in the text of the message. Un-
less the person receiving your message
has your full address, he might not be
able to determine where to send a
response back to you. The address for
anyonc with a home BBS in Northern
California is: (yourcall) @
(BBScall) #/NOCAL.CA.USA.NA For
cxample:

WBOLOZ @
WEPW . #NOCAL.CA.USA.NA

Note: The local arca is #NOCAL, not
#NORCAL or #NOCA, and the state is
CA, not CAL or CALIF. Only the two
letter state abbreviation is recognized by
BBS software.

Receiving Your Messages

Many packet users check into more
than one BBS on occasion. BBS DXing
is discouraged, but for many users there
are two or three local BBSs that can be
accessed quite easily. No matter how
many systems you check into, you should
remember these two very important
points:

Use only one BBS as your home BBS.
Whenever you have to enter the callsign
of your home BBS, always enter the
same one.

Make sure you use the call of a full
service BBS, one that carries bulletins
and is part of the forwarding network.

There are very important reasons for
this. The White Pages dircctory is used
very frequently by people to find out
where to send messages. If you use dif-
ferent callsigns, the directory informa-
tion will vary and your messages will be
sent to a variety of locations. In addition,
some of the BBS software uses this home
BBS information to make sure your mail
reaches you. It will automatically check
the White Pages for the home BBS of the
addressee whenever a message recaches
its destination. If a message is misad-

‘contact’). I hope so anyhow.

dresscd, the software will make a correc-
tion and try to send the message to the
right system. If you use different home
BBS callsigns, your messages can be sent
from one BBS to another, then possibly
back again, often looping between sys-
tems, never reaching a final destination.

If you use the callsign of a TNC mail-
box or personal BBS, the forwarding sys-
tem won’t have any idea where to send
the message. These calls are not in-
cluded in the forwarding files of most
systems. If you want your mail to come
directly into your mailbox, ask your
sysop if he can automatically forward it
there for you. Many sysops will do this
if you agree to leave your mailbox on the
BBS frequency during the hours you
agree on with the sysop. In this case, you
still tell the outside world that your ad-
dress is the full-service BBS. The mail
comes first to the BBS and then directly
into your mailbox.

As long as you list the same home
BBS callsign every time and usc the call
of a full service BBS, you can be assured
that your messages will reach you.

EOF
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Thoughts on BBS Authentication

Phil Karn KA9Q

I've had several requests for the
“white paper” on cryptographic authen-
tication of BBS messages that [ wrote
recently in response to a query by Paul
Rinaldo, W4RI, of the ARRL. Paul is the
chairman of the ARRL Digital Commit-
tee, of which I am a member.

In case anybody can’t tell, the
opinions expressed here are my own.

Paul,

This is in response to your request 1o
the Digital Committee for comments on
authentication schemes that might be
used to verify the source and integrity of
a message posted to an amateur BBS
network. This letter consists of a quick
tutorial on the various forms of cryp-
tographic authentication, some personal
judgements about their practicality and
suitability for the problem at hand, and
some personal opinions on the present
regulatory situation.

The scheme that I talked about at the
1987 ARRL Networking Conference
was for authenticating IP datagrams
using DES, but the same principles apply
to using any conventional secret key
cipher to authenticate any kind of mes-
sage. (By “authenticate a message,” I
mean verifying that the message contents
have not been modified along the way.)
Such schemes require all the stations in-
volved to share a single secret key.
Without the key, you cannot compute the
proper authenticator for the messages
you send, nor can you verify an authen-
ticator received with an incoming mes-
sage.

The difficulty of key management
with a conventional cipher can range
from “trivial” to “intractable” depending
on the application. Key management is
simple as long as there are only a few
stations that need to generate or authen-
ticate messages and all trust each other.
For example, a DES-based scheme could
be applied to a repeater to limit remote
control to a few trusted stations. A single
key known to the repeater would be
shared by the contorl stations and kept
secret from everyone else. An in-person
meeting or the telephone would suffice
for distributing the DES keys.

Now consider cases where the
operators do not necessarily trust each

other, eg, autopatch operation. Since
many more stations use an autopatch
than control the basic operations of the
repeater, its owners may want individual
accountability. A DES-based authen-
tication system could still work if each
user has his or her own key. The same
system could be used to control access to
a BBS. In cither case, the “server” (the
repeater or BBS) keeps a complete list of
keys for all authorized users and logs
each access. This is more work than the
previous case, but it is still entirely prac-
tical.

Common to all these schemes so far is
the assumption that only the server needs
to authenticate a request, eg, the repeater
controller or the BBS. It must protectits
users’ keys against unauthorized dis-
closure, but since the resource being
protected by the authentication system is
the server itself, the owner of the server
has an incentive to do this.

But in the more general case where
individual pairs of stations must be able
to authenticate each other, things get
much more complicated. Each pair has
to have a key that is known only to that
pair; If you have N stations, you need a
total of N? keys. All these keys must be
exchanged by some secure means before
authentication can occur and they must
be kept secret. To do this for every pair
of amateurs in the world is clearly im-
practical. And if you want any amateur
to be able to verify the authenticity of,
say,a‘‘broadcast” BBS message (to carry
on the amateur “self-policing” tradition,
of course), there is no solution using con-
ventional cryptography—the same key
needed to verify a message could be used
1o forge one.

Some form of secret key authentica-
tion might still be practical between
neighbors in a packet backbone or a BBS
autoforwarding network. But this would
authenticate only your immediate neigh-
bors; it would not authenticate the origins
of the traffic they pass from other nodes.
For example, one BBS SYSOP could
create illegal traffic and then pass it to a
neighbor claiming that it originated
somewhere else, and there would be no
way to disprove this. So you really do
want the authentication to be “end-to-
end,” not “hop-by-hop,” so we are left
with an unsolved key management prob-
lem.

One way to reduce the N? key prob-
lem is to establish a “key distribution
center” that maintains a list of all the
users’ private keys. Users wishing to
authenticate themselves to each other do
so by first authenticating themselves to
the key distribution center (KDC). The
KDC then generates a “session key” (a
random number) and sends it to the two
parties encrypted in their own keys. The
parties then decrypt the session key,
yielding a shared secret that can be used
for authentication. Still, only the parties
involved can authenticate each other;
someonge listening in could not. (In most
environments, this is an advantage;
somebody else’s conversations are none
of your business.)

MIT has developed a system based on
this model called “Kerberos.” It is in
operation at MIT and elsewhere (the
code is free). Nevertheless, it has the
drawback that authentication depends on
the availability and reachability of the
KDC. But the fact that the KDC must
have a complete list of the users’ private
keys works against deploying multiple
KDCs with copies of the database for
redundancy; the more KDCs there are,
the more opportunities for the database
to be compromised. The schemes also
assumes that all of the parties (the two
users and the KDC) have the ability to
communicate with each other in real
time, a bad assumption for amateur pack-
et radio.

So the inescapable conclusion is that
authentication schemes based solely on
private key cryptography are of limited
utility in amateur packet radio; they can-
not solve the general problem. For-
tunately, there is a new alternative:
public key cryptography (PKC). In
PKC, they keys used for encryption and
decryption are different. Furthermore,
knowledge of the encryption key, Ke,
does not imply knowledge of the decryp-
tion key, Kg; in fact, the algorithms en-
sure that it is extremely difficult to
determine K4 from Ke. The combination
of K¢ and its corresponding Kd is called
a “key pair”; for this reason, public key
cryptosystems are sometimes called
“dual key” ciphers, as opposed to “single
key” ciphers like DES.

The leading public key scheme, RSA,

was invented by Ron Rivest, Adi Shamir
and Len Adelman while at MIT. They
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hold a US patent on it that is being ex-
ploited by RSA Data Security, Inc.
(There is no patent protection on RSA
outside the US.)

The original idea behind RSA was to
allow you to publish Ke (hence the name,
“public key” cryptography) so anyone
could send you a secret message without
prior arrangement. As long as you kept
K4 secret, only you can decrypt it. But
when used “backwards,” RSA can also
do authentication. If you encrypt a mes-
sage using Ka (your decryption key,
known only to you), then anyone can
decrypt it using your Ke (your public
encryption key). Anyone who decrypts
such a message then knows that whoever
generated it must have known your Kg.
This procedure of using RSA in reverse
is called “signing.”

In practice, it is not desirable to run an
entire message through RS A to authenti-
cate it because it is very slow, much
slower than secret key ciphers like DES.
There is a better way. Functions exist to
quickly “hash” a message of arbitrary
length into a relatively small, fixed size
“message digest.” They are much like
cyclic reduncancy codes (CRCs) except
that they are much more complex be-
cause they are designed to detect inten-
tional “transmission errors” as well as
natural ones. With a good function, it is
computationally infeasable, even for
someone who knows it, to produce two
messages that hash to the same value or
to determine the input that produces a
given value. They are not ciphers be-
cause they have no key and their outputs
cannot be “decrypted.”

One message digest algorithm is
“message digest #4” (MD4) by Ron
Rivest, who has placed it in the public
domain. MD4 takes a message of any
length and produces a 128-bit (16-byte)
result. Rivest conjectures that it would
take on the order of 254 operations to find
two inguts that hash to the same value
and 24 operations to find an input that
hashes to a given value. These are im-
pressive numbers, so if the algorithm
holds up under analysis, it should be
quite secure in practice.

Given RSA and MD4, one authenti-
cates a message by first computing its
hash code with MD4. Then RSA is used
to “sign” the hash code (by encryption
with the sender’s private key, Kq) and the
result is appended to the message. The
party wishing to authenticate the mes-

sage also computes the message digest. It
then decrypts the encrypted message
digest received with the message (using
the published key of the sender, K¢) and
compares it to the value it has just com-
puted. If they match, the message is
genuine.

There still remains the problem of dis-
tributing the public keys. Although they
may be freely read by anyone, they must
still be protected against modification.
Otherwise, someone might forge a signa-
ture of a message under someone else’s
name using a public-key/private-key pair
of his own creation. If the receiver can be
duped into accepting this bogus public
key, then he will believe that the signa-
ture is genuine.

Onc way is to publish the public keys
as widely as possible in so many places
that no one could possibly modify all the
copies of a particular key that reach the
intended target of a deception. For ex-
ample, they keys could be published on
CD-ROM or they could be listed in the
back pages of QST. But these schemes
have two drawbacks: cost and time.

Another refinement, “certification,”
addresses this problem. If a “certifying
authority” can be set up to sign the public
keys of individual users with its private
key, then only the public key of the cer-
tifying authority needs to be widely pub-
lished. For example, the ARRL might
select and publish its own public key in
QST. It could then accept public keys
from individual amateurs (accompanied
with some non-cryptographic form of
authentication, such as a notarized state-
ment). The ARRL would sign the in-
dividual public keys with its private key
and return the results. Note that the
ARRL need not know the individual’s
private keys.

The signed public keys are known as
“certificates.” They can be distributed
by the users themselves (eg, in a mail
header) because anyone can redily verify
their authenticity with the published
ARRL public key. This eliminates the
need for an on-line KDC. The ARRL’s
workload might be a problem, but a solu-
tion exists for this too: a hierarchy of
certifying authorities. For example, each
ARRL Division might act as the certify-
ing authority for the amateurs in its arca
using a Division public key that has been
certified by the ARRL Headquarters.
Divisions might further delegate the
workload to thei constituent Sections.

The verification of an individual user’s
certificate would therefore require the
certificates of all the certifying
authorities in the hierarchy, as well as the
published key of the ARRL.

So, in theory anyway, authentication
based on public key cryptography solves
many of the problems associated with the
earlier secret key schemes. However,
many practical obstacles would still
remain:

1. The RSA algorithm is patented in
the US and the owners of the patent are
holding it fairly close to their chest.
Negotiations between RS A and the Inter-
net Activities Board have been dragging
on for several years now over an agree-
ment for the use of RSA in the Internet.
It is not at all clear how much the patent
royalties will be or how they will be
charged. (The leading theory is that the
royalties will be tied only to the issuance
of certificates, not to the actual im-
plementation or use of RSA, but this is
not yet final.) Would the use of RSA in
amateur packet radio (resulting in the
payment of royalties to RSA DSI) be
considered as furthering the “regular
business affairs” of RSA DSI?

2. The algorithms are, by amateur
standards, quite complex. At a mini-
mum, they would probably require every
amateur to have a PC-class computer to
hash and sign messages. Given that a
major reason TCP/IP is still a relatively
esoteric mode in amateur packet radio is
the reluctance of many amateurs to
upgrade from C-64s and “dumb ter-
minals,” it seems unlikely that universal
user authentication could happen any
time soon. And I won’t even begin to
discuss the user education issues.

3. Even if a full-blown RSA-based
authentication system, as described ear-
lier, could be deployed, it is not clear that
it would solve the specific problem that
originally prompted your query. Some-
one accused of posting an illegal mes-
sage to an amateur BBS could still claim
that his secret key had been stolen and
used by someone else. Or he could ac-
cuse the local “Section Certification
Manager” of signing a bogus public key
with his call sign on it and using it to
“frame” him by sending verboten traffic.
Even if a key really has been stolen and
the owner notifies the certification
authorities, how do they spread the word

Continued on page 9
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